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1. WHY DO PHILOSOPHERS BUT NOT COMPUTER SCIENTISTS FIND EMERGENCE MYSTERIOUS?

My paper last year [1] compared styles of thought in computer science and engineering. This year I compare computer science with philosophy. (As you might guess, I’m a computer scientist. I acknowledge from the start that this paper is a bit “in-your-face.”) Since philosophy is such a broad discipline, I’m limiting myself to emergence, a topic about which I’ve recently written—for example, [2] and [3].

Emergence is the notion that higher level phenomena can be autonomous from the underlying phenomena on which they are based. I claim that a computer science approach to emergence resolves the fundamental issues. Yet philosophers still see emergence as mysterious. As recently as April 2008 the introduction to a collection of articles about emergence edited by Bedau and Humphreys [4] asserted that “the very idea of emergence seems opaque, and perhaps even incoherent.”

In computer science, emergence is neither opaque nor incoherent. It is a fundamental software design principle—the intuition behind such ideas as software platforms, levels of abstraction, abstract data types, object oriented programming, the distinction between a specification and an implementation, APIs, etc.

The notion that higher level phenomena may be autonomous of a lower level base is also widely expressed in the philosophical literature. For more than three decades, functionalist philosophers such as Fodor [5] have argued for the autonomy of the special sciences—any science other than physics.

The very existence of the special sciences testifies to reliable macro-level regularities … Damn near everything we know about the world suggests that unimaginably complicated to-ins and fro-ins of bits and pieces at the extreme micro-level manage somehow to converge on stable macro-level properties. …

But Fodor continues (somewhat paraphrased):

The “somehow” really is entirely mysterious. Why should there be (how could there be) macro-level regularities at all in a world where, by common consent, macro-level stability have to supervene on a buzzing, blooming confusion of micro-level interactions.

What I find mysterious is not the fact of emergence but Fodor’s bafflement about it. But Fodor insists he doesn’t know why.

So, then, why is there anything except physics? … I expect to figure out why … the day before I figure out why there is anything at all.

It’s not just Fodor, Bedau, and Humphreys who are puzzled by emergence. It has provoked philosophical debate for years.

For computer science, emergence is our bread and butter. Every software application is an implementation of emergent phenomena. Microsoft Word, for example, implements such emergent abstractions as paragraphs, words, fonts, pages, documents, etc.

These concepts and the rules that govern them are autonomous from the rules that govern the underlying levels. Depending on one’s focus, the underlying level involves logic gates, or machine instructions, or programming language constructs, etc.

None of these has anything to do with documents, paragraphs, words, characters, or fonts. Yet there is no mystery about how these autonomous higher level abstractions come to be. Computer science is largely about turning operations performed by logic gates into emergent Microsoft Word abstractions.

A useful example of emergence is a Turing machine implemented within the Game of Life. (See [2].) Turing machines compute functions, and Turing machines are bound by computability theory. But functions and computability theory were developed long before Conway invented the Game of Life. It seems reasonable therefore to say that they are autonomous of the Game of Life. Yet nothing happens on a Game of Life grid other than that cells go on and off as a consequence of the Game of Life rules. So a Game of Life Turing machine would seem to be an easily understandable and paradigmatic example of emergence: autonomous higher level phenomena resulting from lower level activities. (This also seems to me to illustrate why multiple realizability is not relevant: autonomy exists without it.) But Fodor [5] dismisses emergence of this sort.

2. DIFFERENCES BETWEEN PHILOSOPHY AND COMPUTER SCIENCE

It is not news to philosophers that Turing machines can be implemented within the Game of Life. Dennett [6] noted this in a widely cited paper more than a decade and a half ago. Yet emergence is still seen as a philosophical puzzle. In attempting to understand why, I’ve examined some of the relevant philosophical literature. I’ve noticed two important differences between computer science and philosophy.

One is conceptual and terminological. A number of concepts are used similarly but not identically in philosophy and computer science. Pairings include: emergence/abstraction, reduction/implementation, autonomy/specification-implementation, kind/type, causality/execution, individual/object, and supervenience/functional dependency.

A second difference concerns the degree to which philosophers and computer scientists feel themselves obliged to ground their
thinking. Computer science is grounded by the requirement that ideas must (usually) execute as software. There is rarely a question about what a term means: at worst it means what the software that implements it does. Computer science is a constructive discipline. We build new concepts on top of existing concepts, which themselves are grounded by executable software. As a result, computer science discussions are almost always framed in terms of well defined and well understood concepts.

To my computer science eyes, many philosophical discussions don’t seem to be similarly grounded. They often seem to be about theories expressed using terms that themselves are not well understood. (That’s my guess about why philosophers so often claim to find mistakes in each others’ papers: “Y is wrong about Z” or “X is wrong about Y being wrong about Z.”)

This is not to say that philosophers aren’t careful. Philosophers have been so careful that supervenience, for example, has probably a dozen definitions. The related computer science concept is functional dependency: a set of database attributes is functionally dependent on another set if the latter determine the former. The issue for computer scientists is not what functional dependency means (or should mean) but when to declare a functional dependency. A database that includes attributes for both molecular descriptions and appraised value would simply not declare the latter functionally dependent on the former.

Another example of a theory built (in my view) on uncertain foundations is the near universal agreement that “the mental supervenes on the physical.” Not only does supervenience seem not to be solidly defined, but it (seems to me that) we don’t understand the properties of either the mental or the physical well enough to talk about whether a functional dependency exists between their properties. Presumably the claim isn’t really about supervenience but something to the effect that dualism is wrong. Supervenience may not even be the best way to establish that since all it guarantees is co-variation.

The notion of scientific reduction also illustrates the differences between the two disciplines. Reduction has an enormous and growing philosophical literature. A far as I can tell there is no philosophical consensus about how to define it. In contrast, the computer science notion of implementation, which is something like our version of reduction, is well defined. This is not to say that computer science’s implementation resolves all the philosophical issues associated with reduction. In fact the philosophical literature distinguishes between what is called realization—which is also like our implementation—and reduction. Functionals claim that realizations may exist when (or when multiple realizations exist as evidence that) reduction is not possible. For people like Fodor [7] the difference seems to be that reduction requires realization along with a simple mapping from natural low level kinds to natural high level kinds. (The philosophical notion of a natural kind is also quite unsettled. In Computer Science we call kinds “types,” a fairly well defined concept. We don’t talk about natural types.)

A current movement in philosophical reduction shows an interest in models and mechanisms, for example [8] and [9]. Mechanisms and models are quite compatible with the computer science understanding of reduction as implementation. (See [2] and [10].)

3. SUMMARY

When computer scientists talk about functional dependency, implementation, and types, we know what we mean. When philosophers talk about supervenience, reduction, and kinds, things seem far less settled. Perhaps it isn’t so surprising after all that a concept like emergence is well understood in computer science but problematic in philosophy. (My other paper in this workshop offers a concrete example of this contrast.) Much of computer science is about developing tools to express (i.e., externalize) one’s ideas in a concrete operational form. (See [3].) Much of philosophy is about finding and expressing ideas that seem right. Neither discipline can capture conscious meaning: ideas once expressed are just symbols. But the discipline of having to operationalize those symbols as software often clarifies the ideas and helps one decide whether a particular way of expressing them is really what one wants to say.

4. REFERENCES


Internet accesses are as of August 31, 2008.